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Concepts bind together the features commonly associated with objects and events to form networks in long-
term semantic memory. These conceptual networks are the basis of human knowledge and underlie perception,
imagination, and the ability to communicate about experiences and the contents of the environment. Although it
is often assumed that this distributed semantic information is integrated in higher-level heteromodal association
cortices, open questions remain about the role and anatomic basis of heteromodal representations in semantic
memory. Here we used combined neuroimaging evidence from functional magnetic resonance imaging (fMRI)
and diffusion tensor imaging (DTI) to characterize the cortical networks underlying concept representation.
Using a lexical decision task, we examined the processing of concepts in four semantic categories that varied
on their sensory–motor feature associations (sight, sound,manipulation, and abstract).We found that the angu-
lar gyrus was activated across all categories regardless of their modality-specific feature associations, consistent
with a heteromodal account for the angular gyrus. Exploratory analyses suggested that categories withweighted
sensory–motor features additionally recruited modality-specific association cortices. Furthermore, DTI
tractography identified white matter tracts connecting these regions of modality-specific functional activation
with the angular gyrus. These findings are consistent with a distributed semantic network that includes a
heteromodal, integrative component in the angular gyrus in combination with sensory–motor feature represen-
tations in modality-specific association cortices.

© 2013 Elsevier Inc. All rights reserved.
Introduction

Neural representations of meaning are fundamental to human
cognition. Our long-term semantic memory—our knowledge for
words, objects, people, and so on—is engaged by processes as elemental
as object recognition and as elaborate as thought and language. Al-
though the neural representation of semantic memory is not fully
understood, many theories propose that concepts are grounded to
some extent in the brain's sensory and motor systems, and thus
recruit networks of activation in modality-specific association cortices
(Barsalou, 2008; Martin, 2007; Pulvermüller, 2005). These sensory–
motor theories of semantic memory often assume that conceptual
networks include heteromodal association regions where information
converges (Barsalou, 2008; Damasio, 1989; Martin, 2007). However,
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within the most prominent sensory–motor frameworks, heteromodal
regions have received comparatively little attention (Barsalou, 2008;
Martin, 2007; Pulvermüller, 2005).

While it is well accepted that sensory and motor association areas
are engaged when people imagine the features of objects and actions
(e.g., imagining the sound of thunder activates auditory association cor-
tex), a more controversial view is that these same sensory and motor
areas also contribute to the basic understanding of objects and actions
(e.g., knowing what thunder is requires the representation of sound in-
formation about thunder in auditory association cortex) (Barsalou,
2008; Martin, 2007; Pulvermüller, 2005). An alternative explanation is
that such activation of sensory and motor association regions reflects
post-conceptual processing that occurs after the meaning of the object
or action has been accessed (Machery, 2007; Mahon and Caramazza,
2008).

Thus, an important challenge has been to examine the neural basis of
concepts in amanner thatminimizes post-conceptual processing effects.
One approach has been to examine the neural basis of single word com-
prehension, a process that automatically activates conceptual represen-
tations andminimizes demands onmental imagery (Pulvermüller et al.,
2005). A number of studies suggest that words with sensory and motor
associations recruit modality-specific association cortices (e.g., the
word “thunder” automatically recruits auditory association cortex)
(Hauk et al., 2004; Kiefer et al., 2008; Raposo et al., 2009). However,
these findings have not been consistently demonstrated, and there is
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disagreement over whether the relevant activations fall within regions
ofmodality-specific association cortices (Bedny et al., 2008; Postle et al.,
2008).

Building on theories that emphasize this sensory–motor perspective
are theories that also include a heteromodal component in semantic
memory. This approach emphasizes a critical role for heteromodal
association cortices in integrating semantic information from across
numerous sensory–motor feature modalities (Binder and Desai, 2011;
Koenig and Grossman, 2007; Patterson et al., 2007). Indeed, several
heteromodal association regions have been consistently implicated in
semantic memory (Binder and Desai, 2011; Koenig and Grossman,
2007; Patterson et al., 2007; Reilly and Peelle, 2008). These cortical re-
gions, centered on the angular gyrus in the parietal lobe and running
the entire length of the temporal lobe through the middle temporal
gyrus, are located at the convergence of numerous modality-specific
processing pathways, and have undergone rapid evolutionary expan-
sion in humans relative to monkeys (Hill et al., 2010; Orban et al.,
2004; Sherwood et al., 2008). Anatomically, these regions differ from
sensory and motor association cortices in that they tend to have larger
and more complex dendritic fields (Elston et al., 2001; Jacobs et al.,
2001), lower myelin content (Glasser and Van Essen, 2011), and, in
studies of homologous regions in monkeys, lower neuron densities
(Collins et al., 2010)—all of which may reflect an anatomic specializa-
tion for higher-level multimodal functions (Glasser and Van Essen,
2011; Jacobs et al., 2001). These regions are thus well suited to
performing heteromodal semantic processes, such as integrating the
broad range of information associated with a concept (Binder and
Desai, 2011; Patterson et al., 2007) and acting as convergence zones in
the feedforward and feedback activation of distributed semantic
networks (Damasio, 1989). Such heteromodal processes are thought
to underlie a number of semantic memory functions (Binder and
Desai, 2011; Binder et al., 2009; Dove, 2011; McClelland and Rogers,
2003; Patterson et al., 2007). For example, they may support the ability
to generalize across the specific instances of objects within a concept
category (e.g., while not all cars look the same, our concept for car
encompasses them all). They may also facilitate the efficient compre-
hension of natural language by processing heteromodal semantic
content without activating the full conceptual network of each encoun-
tered word.

A well-known account of heteromodal semantic processing is the
hub-and-spoke model of the anterior temporal lobe, in which the
anterior temporal lobe functions as an integrative hub with reciprocal
white matter connections (the spokes) to modality-specific association
cortices (Patterson et al., 2007). This hypothesiswasfirst put forward to
account for the multimodal semantic impairment in the semantic
variant of primary progressive aphasia (svPPA), also known as semantic
dementia. Patients with this disease show a profound loss of semantic
knowledge, including difficulty naming objects and people, and difficul-
ty recognizing objects and their functions (Bonner et al., 2010; Hodges
and Patterson, 2007; Lambon Ralph and Patterson, 2008). Because
svPPA is most commonly associated with atrophy in anterior and
ventral portions of temporal cortex, the anterior temporal lobe has
been a major focus of investigations into concept representation
(Patterson et al., 2007).

It is not necessarily the case, however, that semantic integration is
confined to a single region (Damasio, 1989). Indeed there is consider-
able evidence that another region of heteromodal cortex, the angular
gyrus, is essential to concept representation (Binder et al., 2009;
Koenig and Grossman, 2007). The angular gyrus has long been consid-
ered a higher-level association area in the human brain (Geschwind,
1965), and is implicated in semantic processing in a range of tasks,
from single word recognition (Binder et al., 2003) to sentence-level
comprehension (Pallier et al., 2011). A recent meta-analysis identified
the angular gyrus as the most common region of functional activation
in semantic memory studies (Binder et al., 2009). Lesions and disease
affecting this region are associated with a range of lexical-semantic
impairments in stroke patients and in Alzheimer's disease (Ardila
et al., 2000; Benson, 1979; Cipolotti et al., 1991; Damasio, 1981;
Dronkers et al., 2004; Grossman et al., 1997, 2003; Kertesz et al.,
1982; Rapcsak and Rubens, 1994). In addition, the angular gyrus ap-
pears to have the widespread white matter connectivity expected for
a heteromodal integrative region: it is situated at the convergence of
major white matter pathways connecting sensory and motor associa-
tion areas as well as language and episodic memory regions of the fron-
tal, parietal, and temporal lobes (Caspers et al., 2011; Turken and
Dronkers, 2011; Uddin et al., 2010). Similarly, studies of the macaque
homologue of the angular gyrus (area PG/7a) have shown that it re-
ceives converging inputs from nearly all modality-specific association
cortices (Andersen et al., 1990; Cavada and Goldman-Rakic, 1989a,b;
Jones and Powell, 1970; Leichnetz, 1980; Mesulam et al., 1977; Pandya
and Seltzer, 1982; Petrides and Pandya, 1984; Selemon and
Goldman-Rakic, 1988; Seltzer and Pandya, 1978, 1984, 1994).

Here we propose a cortical network of concept representation
relying primarily on a heteromodal integrative region in the angular
gyrus along with distributed feature representations in sensory and
motor association regions. We predict that as a locus of integrated con-
cept representations, the angular gyrus will be consistently activated
during the comprehension of words regardless of their modality-
specific associations. We also predict that words will activate sensory
andmotor cortices associatedwith their most salient semantic features.
Finally, we predict that regions of sensory and motor feature represen-
tation will have white matter projections to heteromodal cortex in the
angular gyrus.

We tested these predictions using an fMRI analysis of single word
comprehension in combination with DTI tractography to assess white
matter connectivity. Using words with differential feature weightings
in four dimensions (sight, sound, manipulation, and abstract), we
tested for evidence of heteromodal semantic processing across all
word categories. We also looked for evidence of differential activation
across categories in functionally defined sensory and motor cortical
regions. Finally, we characterized the white matter connectivity
between regions of heteromodal and modality-specific semantic
activation.

Methods

Participants

Twenty-twohealthy young adults from theUniversity of Pennsylvania
community participated in the study. All participants were right-
handed, native English speakers, and all were in good health with no
history of neurological difficulty, as determined by a pre-experiment
screening. We obtained informed consent from all participants
according to a protocol approved by the University of Pennsylvania
Institutional Review Board, and we paid subjects for their participation.
We excluded one participant from the analysis because he fell asleep in
the scanner and did not complete the experimental tasks, and another
because of data corruption. We therefore report results for 20 partici-
pants (13 females) ranging in age from 18 to 37 years (M=23.5,
SD=4.2) with a group mean of 15.7 years of education (SD=2.3).
Three of these participants are not included in the functional localizer
analyses (see below) owing to technical difficulties during the acquisi-
tion of the sequences.

Lexical decision task

Stimuli
The lexical decision experiment included 160 nouns divided into

four categories: Sight words (e.g., pyramid; n=40), Sound words
(e.g., thunder; n=40), Manipulation words (e.g., scissors; n=40),
and Abstract words (e.g., essence; n=40). We obtained the stimuli
from a set of 489 nouns probed in a norming study (n=22 young
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adults) on a scale from 0 to 6 for how strongly they were associated
with each of the three modality-specific features: sight, sound, and
manipulation. Sight words had significantly higher sight ratings
(M=5.8, SD=0.1) than Sound words (M=3.3, SD=1.8), Manipula-
tion words (M=5.3, SD=0.3), and Abstract words (M=0.4, SD=
0.3; all pb0.0001). Sound words had significantly higher sound ratings
(M=5.1, SD=0.4) than Manipulation words (M=1.1, SD=0.6), Sight
words (M=0.4, SD=0.3), and Abstract words (M=0.3, SD=0.4; all
pb0.0001). Manipulation words had significantly higher manipulation
ratings (M=4.5, SD=0.3) than Sight words (M=1.0, SD=0.7), Sound
words (M=1.0, SD=0.7), and Abstract words (M=0.2, SD=0.2; all
pb0.0001). Foils were pronounceable pseudowords (n=120). All cate-
gories were matched on letter length [F(4,275)=1.21, p=0.31], syllable
length [F(4,275)=0.69, p=0.60], and log HAL frequency norms
[F(3,155)=2.23, p=0.09] (Lund and Burgess, 1996). All stimulus
materials are listed in Appendix I. Additional information on the
properties of the stimuli is included in Appendix II.

Experimental design
Each trial was composed of two 3000 ms events. In the first event,

a blank white screen was presented for 2500 ms followed by a fixa-
tion crosshair for 500 ms. In the second event, a pronounceable letter
string was presented and participants responded by button press to
indicate whether the letter string was a real word or not. Real word
and pseudoword stimuli were randomly ordered.

Functional localizers

Stimuli
We administered functional localizers to identify visual, auditory

and hand–motor cortical regions. We designed the stimuli for these
tasks to have minimal semantic content and elicit strong, modality-
specific sensory processing. In the visual localizer, participants viewed
complex, unnameable blobs (composites of distorted, geometric im-
ages; n=25). In the auditory localizer, participants listened to complex,
unnameable sounds (composites of distorted environmental sounds;
n=25). In the hand–motor localizer, participants performed simple
hand movements (learned before the imaging session) that were asso-
ciated with simple visual symbols (+, o, ~, *).

Experimental design
We administered the functional localizers in separate scanning

blocks following the lexical decision experiment. In the visual and
auditory localizers, each trial was composed of two 3000 ms events.
In the first event, a blank white screen was presented for 2500 ms
followed by a fixation event for 500 ms (a crosshair in the visual
localizer and a beep in the auditory localizer). In the second event, a
stimulus item was presented for 3000 ms. During the stimulus
presentation, participants performed a one-back task by pressing a
button if the same stimulus item had been presented in the previous
trial (which occurred in 20% of trials).

For the hand–motor localizer, participants underwent two training
sessions outside of the scanner in which they over-learned four hand
movements with associated symbols. Participants performed the fol-
lowing hand movements when the corresponding symbol appeared
on the screen: 1) make a fist when “o” appears; 2) spread your fingers
apart when “+” appears; 3) twist your wrist when “~” appears; and
4) pinch your fingers together when “*” appears. There were separate
blocks for right and left hand movements. All movements within a
block were for the same hand. We instructed participants to perform
the hand movements below their elbows without moving the upper
halves of their arms in order to minimize head movement in the scan-
ner. The training session included 172 practicemovements. Participants
were able to perform the task with ease by the end of the training
session. In the scanner, each block (one per hand) included 26 trials of
2 movements each. Each trial was a 3000 ms event that included
presentation of the following: a symbol (1000 ms), a blank white
screen (500 ms), a second symbol (1000 ms), and a blank white screen
(500 ms). In a baseline condition, participants named the symbols as
they appeared on the screen: 1) “circle” for “o”; 2) “cross” for “+”; 3)
“tilde” for “~”; and 4) “asterisk” for “*”. We instructed participants to
whisper the names with minimal jaw movement in order to prevent
head movement in the scanner.

We administered practice sessions for all tasks (lexical decision
and localizers) before entering the scanner to familiarize participants
with the tasks and ensure that all instructions were understood. Prac-
tice stimulus items were not re‐presented in the scanner for any of
the tasks. We presented instructions again before the start of each
task in the scanner. In a questionnaire administered after the scan, we
asked participants if they had trouble performing or remembering the
instructions for any of the tasks; none reported problems.

For all tasks, we used E-Prime 1.0 (Psychology Software Tools, Inc.,
Pittsburgh, PA) to present stimuli and record responses. Across all
tasks, a quarter of the events were 3000 ms null events, which pro-
duced a stochastic design (Henson, 2007).

Functional imaging acquisition and analysis

We scanned participants on a Siemens 3.0 T Trio scanner, beginning
each session with acquisition of a high‐resolution T1‐weighted struc-
tural image using an MPRAGE protocol (TR=3000 ms, TE=3 ms, flip
angle=15°, 1 mm slice thickness, 192×256 matrix, resolution=
.9766×.9766×1 mm). We collected 863 blood oxygenation level-
dependent (BOLD) fMRI images across 8 blocks, each with fat satura-
tion, 3 mm isotropic voxels, a flip angle of 90°, TR=3 s, TEeff=
30 ms, and a 64×64 matrix.

We performed image processing and statistical analyses with
SPM5 (Wellcome Trust Centre for Neuroimaging, London, UK). To
remove low‐frequency drifts, we applied a high‐pass filter with a cutoff
period of 128 s. Autocorrelations were removed with a first‐order
autoregressive model. Functional images were realigned to the first
image (Friston et al., 1995), coregistered with the structural image
(Ashburner and Friston, 1997), normalized to standard Montreal
Neurological Institute (MNI) space using unified segmentation with
resampling of images into isotropic 2 mm voxels (Ashburner and
Friston, 2005), and spatially smoothed using an 8 mm full-width at
half-maximum (FWHM) isotropic Gaussian kernel.We then individual-
ly modeled each participant's data. We used a general linear model to
calculate parameter estimates for each variable for each subject and to
perform linear contrasts for comparisons of interest. We included addi-
tional regressors to account for scanning block effects. In order to make
inferences across participants, we entered the parameter estimates into
a second‐level random effects analysis.

Regions of interest (ROIs) for the angular gyrus andmiddle temporal
pole were created using anatomic labels (Tzourio-Mazoyer et al., 2002)
from the WFU Pick Atlas integrated into SPM5 (Maldjian et al., 2003).
Wemaximized signal strength in the temporal pole ROI by constraining
it to voxels that had a signal of at least 80% of the global signal for each
participant (Devlin et al., 2000), keeping 22% of the voxels and resulting
in an ROI that was 1312 mm3 in size. For whole-brain analyses of the
lexical decision task, we used a cluster-defining threshold of pb0.005
uncorrected, and performed a cluster-level correction for family-wise
error across the whole brain at pb0.05 based on cluster extent using
random field theory (Worsley et al., 1992).

The button-press task resulted in significant clusters of activation
along motor cortex and the lateral sulcus. These motor-related re-
sponses were consistent across conditions and not of interest. For dis-
play purposes, we have not shown these responses in the whole-brain
analysis in Fig. 3. We removed the activation relating to the button-
press response by removing the prominent left primary motor cortex
cluster and any clusterwhosemean activitywas significantly correlated
with activation in the left primary motor cortex. This removed the left



Fig. 1. Behavioral performance on the lexical decision task. (A) Accuracy was near ceil-
ing for all categories. (B) Reaction times were consistently rapid for all categories. Bars
represent means with standard errors.
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primarymotor cortex activation and an adjacent cluster strongly corre-
lated with the motor cortex activation (pb0.001) deep in the lateral
sulcus. These results are shown in Supplementary Fig. 1.

In order to explore activation differences across concrete word cate-
gories, we performed ROI analyses within sensory and motor associa-
tion cortices. We created a sensory–motor ROI by taking the peak
activation clusters in each hemisphere from all three functional
localizers and combining them into a single mask. The visual localizer
was contrasted with the auditory localizer as a baseline, and vice-
versa. The motor localizer was contrasted with the symbol-naming
task as a baseline. All contrasts used a cluster-defining threshold of
pb0.001 uncorrected, and were cluster-level corrected for family-wise
error across the whole brain at pb0.05 using cluster extent.

Tractography acquisition and analysis

Diffusion tensor imaging data were available for 15 of the fMRI par-
ticipants, collected in separate scanning sessions within one year of the
fMRI scan (median difference between scan dates was 26 days). We
acquired diffusion-weighted images with a single-shot, spin-echo,
echo planar imaging sequence (FOV=245 mm; matrix size=
128×128; number of slices=57; voxel size=2.2 mm isotropic; TR=
6700 ms; TE=85 ms; fat saturation), including 30 volumes with diffu-
sion weighting (b=1000 s/mm2) along 30 non-collinear directions
and one volume without diffusion weighting (b=0 s/mm2).

We processed the diffusion-weighted images with Advanced Nor-
malization Tools (ANTS, http://www.picsl.upenn.edu/ANTS/) (Avants
et al., 2008) and Camino (Cook et al., 2006) using the associated
PipeDream analysis framework (http://sourceforge.net/projects/
neuropipedream/). To remove motion and distortion artifacts, we
performed affine co-registration of each diffusion-weighted image to
the unweighted (b=0) image. Diffusion tensors were computed using
a linear least squares algorithm (Salvador et al., 2005) implemented in
Camino.

We created a study-specific T1 template from the T1-weighted
images of the participants using ANTS. We first corrected intensity in-
homogeneity in the T1 images with the N4ITK algorithm (Tustison
et al., 2010). We then constructed a preliminary template by averaging
the images, rigidly realigning each image to the average, and then
re-averaging over 5 iterations. To further refine the template, we regis-
tered each image to the preliminary template with a nonlinear defor-
mation algorithm and re-averaged over 5 iterations. This registration
used the highly accurate (Klein et al., 2009), symmetric diffeomorphic
algorithm for high-dimensional normalization in ANTS.

Using this study-specific template, we registered each participant's
T1 image to the template space via the symmetric diffeomorphic proce-
dure in ANTS. We then registered the fractional anisotropy (FA) images
for each participant to their T1 image, and then to the template. Tensors
were reoriented using the preservation of principal direction algorithm
(Alexander et al., 2001).

We created functionally defined ROIs from the fMRI study to use as
seed regions for the tractography analysis. To create the angular gyrus
ROI, we took the region of overlapping activation (at least three
overlapping clusters) from the contrasts of eachword condition relative
to pseudowords (see Fig. 3). We created ROIs in sensory and motor
areas by taking the activation clusters from contrasts of the modality-
weighted word conditions (see Fig. 4). These ROIs were registered to
the template space. All ROIs extended intowhitematterwith the excep-
tion of the activation cluster for Sight words. Because fiber tracking in
gray matter is unreliable, we dilated the Sight word activation cluster
by 3 mm to ensure that it extended into white matter.

Using Camino, we performed streamline tractography analyses on
the average of the DT images from all participants. Because nearly all
of the functionally defined ROIs were in the left hemisphere, we re-
stricted the tractography analysis to this hemisphere. This required
warping the Sight word activation ROI to the left hemisphere. We
seeded streamlines in voxels with an FA>0.2, and performed fiber
tracking using the fiber assignment by continuous tracking (FACT) algo-
rithm (Mori et al., 1999). The tracking procedure terminated if a voxel
was reached with an FAb0.1 or if the streamline trajectory changed
by more than 45° in a successive step. The procedure identified fiber
tracts connecting pairs of functional ROIs by keeping only streamlines
that intersected both ROIs. We compared these tracts with an anatom-
ically labeled DTI white matter atlas (Oishi et al., 2008) to identify their
anatomic location and to ensure that they were biologically plausible.

Results

Behavioral results

Accuracy and reaction times for the lexical decision task are shown
in Fig. 1. Accuracy was near perfect (>98%) for all word conditions
and, thus, was not further analyzed. A repeated measures ANOVA of
reaction times for all conditions showed a significant effect of condition
[F(4,76)=38.0, pb0.001, ηp

2=0.67]. This effect was driven by the sig-
nificantly longer reaction time for pseudowords (M=972.0 ms, SD=
192.4 ms) relative to all other word categories (all pb0.001, corrected
for multiple comparisons) and a longer reaction time for Abstract
words compared to Sight words (pb0.001, corrected for multiple com-
parisons). There were no other differences in reaction time across
conditions.

Functional imaging results

Heteromodal effects
Wefirst tested the hypotheses that the angular gyrus and themiddle

temporal pole in the anterior temporal lobe function as heteromodal
regions in semantic processing using anatomic ROIs (Tzourio-Mazoyer
et al., 2002). In contrast to modality-specific regions that are differen-
tially recruited by sensory and motor features, we predicted that these
heteromodal regions would be activated by all semantic categories.
We therefore looked for evidence that these regions were activated
across all word categories during the lexical decision task by contrasting
each of the four real word categories with the pseudoword baseline, as
shown in Fig. 2. A repeatedmeasures ANOVA showed a significant effect
of region [F(1,19)=5.82, pb0.05], with the angular gyrus showing a
stronger response than themiddle temporal pole in the anterior tempo-
ral lobe. In post-hoc t-tests, we found that individual word categories
significantly activated the angular gyrus (all comparisons: t(19)>3.5,
pb .01, corrected for 4multiple comparisons), but that only the Abstract
word category activated the middle temporal pole (t(19)=4.28,
pb .005, corrected for 4 multiple comparisons). A repeated measures
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image of Fig.�1


Fig. 2. Region of interest (ROI) analyses for heteromodal regions implicated in semantic memory: the angular gyrus (AG) and the middle temporal pole in the anterior temporal lobe
(ATL). Parameter estimates were extracted from both ROIs for the activation of each word category relative to the pseudoword baseline. *=parameter estimates differed signifi-
cantly from zero.
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ANOVA showed no effect of word category within the angular gyrus
[F(3,57)=2.0, p=.13], consistent with the hypothesis that the angular
gyrus is a heteromodal region contributing to all semantic categories.
Fig. 3. Heteromodal whole-brain analyses showing greater activity for words compa
We next performed whole-brain analyses of the same contrasts to
look for regions that showed a high degree of overlap across categories,
as shown in Fig. 3 and listed in Table 1. All word categories showed
red to pseudowords, as well as overlap of activation across categories (center).

image of Fig.�2
image of Fig.�3


Table 1
fMRI results.

Peak voxel (MNI) Region Z

x y z

Heteromodal effects
Sight>pseudo −44 −22 58 L precentral gyrus 5.94

16 −56 −12 R cerebellum 5.10
−32 −26 −14 L fusiform gyrus 4.83
−46 −20 18 L lateral sulcus 4.58
−48 −58 40 L angular gyrus 4.13

52 −52 32 R angular gyrus 3.78
Sound>pseudo −44 −22 56 L precentral gyrus 5.49

−54 −30 −16 L middle temporal gyrus 5.40
−42 −20 22 L lateral sulcus 5.38

20 −48 −24 R cerebellum 4.46
52 −42 38 R angular gyrus 4.29

Manipulation>pseudo 14 −54 −16 R cerebellum 4.01
−38 −20 50 L precentral gyrus 3.98
−44 −18 18 L lateral sulcus 3.88
−22 16 52 L superior/middle frontal gyrus 6.27
−44 −36 −4 L middle temporal gyrus 5.02
−42 −66 24 L angular gyrus 4.96

6 62 6 L and R superior frontal gyrus 4.23
50 −44 24 R angular gyrus 3.35

Abstract>pseudo −40 −20 52 L precentral gyrus 5.50
−42 −18 14 L lateral sulcus 5.46

10 −62 −14 R cerebellum 5.18
−46 −58 18 L angular gyrus 4.71
−4 52 44 L superior frontal gyrus 4.70
−8 −24 44 L cingulate gyrus 4.38

Modality-specific effects
Sight>Sound 38 −42 −10 R fusiform/lingual gyrus 2.95
Manipulation>Sound −40 −64 −6 L fusiform gyrus 3.22

−40 −80 26 L intraparietal sulcus 2.90
32 −46 −16 R fusiform gyrus 2.85
34 −70 40 R intraparietal sulcus 2.83

Sound>Sight −68 −32 4 L superior/middle temporal
gyri

2.65
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significant effects in the left and/or right angular gyrus and left lateral
temporal cortex, consistent with the expected pattern of activation for
a heteromodal semantic region. We additionally found that, across
participants, the degree of activation in the angular gyrus for words
relative to pseudowords correlated with the average reaction time
for responses to words (Pearson r=− .45, pb .05). However, this acti-
vation did not correlate with reaction times to pseudowords (Pearson
r=− .07, p=.4). There was also no correlation between activity in
the angular gyrus for pseudowords and reaction times to pseudowords
(Pearson r=.18, p=.5). This suggests a link between angular gyrus
activation and concept representation.

Modality-specific effects
Sensory–motor theories of semantic memory predict that words

with sensory and motor feature associations will have semantic repre-
sentations in the corresponding modality-specific association cortices.
This suggests differential effects across the sensory and motor word
categories.We conducted analyses constrained to a localizer-defined sen-
sory–motor mask that encompassed the modality-specific cortices for
which we had hypothesized differential semantic effects. The sensory–
motor mask was composed of regions that showed significant effects in
our sensory–motor localizer tasks, which included visual, auditory, and
hand–motor localizers as shown in Fig. 4A.We explored these predictions
by performing contrasts across the concreteword categories. Sight words
and Manipulation words were each contrasted with the Sound words,
which have weaker visual and manipulation feature associations, to ex-
amine the cortical activation associated with sight and manipulation fea-
ture processing. The inverse contrast of Sound words relative to Sight
wordswas used to examine the cortical activation associatedwith audito-
ry feature processing.
Initial assessment of these comparisons at the same threshold as
the heteromodal analysis (voxelwise pb .005, cluster-extent corrected
within the search volume) did not reveal significantmodality-specific ef-
fects for any of the comparisons. Given the previous findings implicating
modality-specific association cortices in semantic processing (Barsalou,
2008; Martin, 2007; Pulvermüller, 2005), and our a priori hypothesis
for these regions, we conducted follow-up, exploratory analyses within
the same localizer-constrained search volume. For these analyses we
used a voxelwise threshold of pb0.05uncorrected, retaining only clusters
whose peak voxel reached pb0.005 uncorrected.

Results from these exploratory analyses are shown in Fig. 4B and
listed in Table 1. The Sight word condition activated a visual association
region in the ventral temporal area, including fusiform, parahippocampal,
and lingual gyri, which may support visual feature representation. The
Manipulation word condition recruited dorsal stream visual associa-
tion regions of parietal–occipital cortex, which may have a role in
representing the visuomotor features of concepts with hand–motor as-
sociations. The Manipulation words also activated a visual association
region in fusiform gyrus, similar to that for Sight words. The Sound
words activated an auditory association region on posterior superior
temporal and middle temporal gyri, which may support auditory fea-
ture representation.

These contrastswere all constrained to the same, combined sensory–
motor mask, but the effect for each word category fell within regions
related to the specific modality of that category's weighted feature,
keeping in mind that the Manipulation words activated a dorsal visual
region and not a motor region. This suggests that words recruit, to
some extent, concept representations in sensory and motor association
cortices, even during lower-level lexical processing in whichmental im-
agery is unlikely to be a driving force.

Tractography results

The fMRI results showed a pattern of activity in angular gyrus con-
sistent with heteromodal semantic processing. We thus set out to test
the anatomic prediction that this region of heteromodal activation
would have white matter connections with regions of modality-
specific feature representation, consistent with it being an integrative
semantic region. We used DTI tractography to test this hypothesis and
the alternative hypothesis that regions of modality-specific feature rep-
resentation would have direct anatomic connections with one another
but not with the angular gyrus.

We performed a streamline tractography analysis to identify tracts
connecting the area of overlapping activation in the angular gyrus
with activation clusters in modality-specific association cortices for
the Sight, Sound, and Manipulation word categories. This DTI analysis
revealed tracts connecting angular gyrus with modality-specific acti-
vation clusters for each word category, as shown in Fig. 5. Comparing
these results with a DTI white matter atlas (Oishi et al., 2008), we
found that the tracts connecting the angular gyrus with activations
in the temporal lobe for Sight, Sound, and Manipulation words cor-
responded to portions of the arcuate fasciculus, while tracts con-
necting the angular gyrus with the parietal lobe activation for
Manipulation words corresponded to a portion of the superior longitu-
dinal fasciculus. Performing the same tractography analysis and looking
for direct connections between themodality-specific activation clusters
failed to yield any tracts. Together, these DTI results are consistent with
the hypothesis that the angular gyrus has direct anatomic connections to
areas associated with sensory and motor feature processing in modality-
specific association cortices.

Discussion

An ongoing challenge in cognitive neuroscience is determining the
degree towhich heteromodal andmodality-specific association cortices
contribute to long-term memory representations. In the current study,



Fig. 4. Modality-specific activations in sensory and motor regions. (A) Activations from functional localizers for visual, auditory, and hand–motor cortices. These were combined
into a single, sensory–motor mask. (B) Modality-specific activations for Sight (red), Sound (blue), and Manipulation (green) word categories, constrained to the sensory–motor
mask (shown in white) in an exploratory analysis (pb0.05 voxelwise uncorrected, cluster peak at pb0.005 uncorrected).

Fig. 5. Tractography of angular gyrus and sensory–motor regions. Tracts are shown connecting the angular gyrus activation cluster (tan) with activation clusters in sensory–motor
regions for Sight (red; left panel), Sound (blue; middle panel), and Manipulation (green; right panel) words.
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using both fMRI and DTI, we evaluated the possibility that the angular
gyrus functions as a heteromodal integrative region, binding together
distributed semantic information from modality-specific association
cortices. This hypothesis was supported by the observation that
(1) the angular gyrus is consistently activated by concepts with differ-
ing modality-specific associations and (2) the angular gyrus has white
matter connectivity to regions of modality-specific feature representa-
tion. These findings suggest that concepts rely on distributed semantic
networks that involve a heteromodal component in the angular gyrus
and modality-specific feature representations in sensory and motor
areas. We discuss these findings in detail below.

The contribution of heteromodal association cortex to concept
representation

Heteromodal association regions are hypothesized to integrate
semantic information from across numerous modality-specific inputs.
The angular gyrus and the anterior temporal lobe are two regions that
have been implicated in heteromodal semantic processing, based on
both patient data and functional neuroimaging (Binder and Desai,
2011; Koenig andGrossman, 2007; Patterson et al., 2007). As previously
noted, the anatomic connectivity and cytoarchitecture of the angular
gyrus and its homologue in the macaque suggest a heteromodal inte-
grative function for this region. Thus we hypothesized that the angular
gyrus would perform a heteromodal function in the representation of
word meaning and be activated by words regardless of the modality
of their semantic feature associations. This heteromodal account builds
on sensory–motor theories that emphasize the role of modality-specific
association cortices in concept representation (Barsalou, 2008; Martin,
2007; Pulvermüller, 2005).

We tested the heteromodal theory of concept representation for
both the angular gyrus and the middle temporal pole in the anterior
temporal lobe using ROI analyses of our fMRI data. We found that
relative to pseudowords, all word categories activated the left angular
gyrus, but that only Abstract words activated the left middle temporal
pole. Left angular gyrus activation was also observed in whole-brain
analyses of the same contrasts. These demonstrated overlapping
activation across modality-specific categories in heteromodal cortex,
including the angular gyrus and left mid-lateral temporal lobe.
These results support the hypothesis that the angular gyrus performs
a heteromodal function in concept representation for all semantic
categories.

Although our results implicate the angular gyrus in concept repre-
sentation, they are less clear on the role of the anterior temporal lobe.
First, the fMRI signal in the most anterior regions of the temporal lobe
is poor, owing to the susceptibility artifact caused by the nearby sinuses
(Devlin et al., 2000). Though the significant activation for Abstract
words in the middle temporal pole ROI suggests sufficient signal detec-
tion, we cannot rule out the possibility that susceptibility artifact
contributed to null findings for some of the categories. Second, the
anterior temporal lobe hypothesis is largely motivated by the study of
patients with svPPA, but given the anatomic distribution of disease in
svPPA, the best location at which to test the contribution of the anterior
temporal lobe remains unclear. Althoughmany studies have focused on
the importance of temporal polar regions in the semantic deficit of
these patients (Patterson et al., 2007), a recent investigation associated
their impairment for object knowledge with atrophy in fusiform gyrus
and considered this to be a critical semantic region (Mion et al., 2010).
As discussed below, the fusiform gyrus was activated in the present
study during lexicality judgments of words weighted for sight features
and may be particularly important for the representation of visual
information. Considering these points, our findings with respect to the
anterior temporal lobe hypothesis should be interpreted with caution.

In addition to the angular gyrus, we also observed consistent activa-
tion across word categories in lateral temporal cortex along the middle
temporal gyrus. Homologues of these lateral temporal regions in
the macaque brain contain heteromodal association cortex that is
contiguous with the heteromodal cortex of the inferior parietal lobe
(Hyvärinen, 1982; Seltzer and Pandya, 1978). In humans, the lateral
temporal lobe has widespread white matter connectivity (Turken and
Dronkers, 2011) and has been implicated in language comprehension
in functional neuroimaging studies (Binder et al., 2009), in studies of
stroke patients (Dronkers et al., 2004; Kemmerer et al., 2012), and in
studies of patients with svPPA (Peelle et al., 2008). This evidence is con-
sistentwith the lateral temporal lobe having a role in semanticmemory.
It is unclear, however, how much overlap in function there is between
lateral temporal cortex and the angular gyrus. Although these regions
appear to be highly correlated in resting state activation (Buckner et
al., 2009; Thomas Yeo et al., 2011), there are also many examples of
lexical-semantic tasks for which these two regions are differentially
recruited (Price, 2010).

Our fMRI results with respect to the angular gyrus are consistent
with previous findings associating lesions of the angular gyruswith var-
ious lexical-semantic impairments, including anomia, transcortical sen-
sory aphasia, and impaired sentence comprehension (Ardila et al.,
2000; Benson, 1979; Cipolotti et al., 1991; Damasio, 1981; Dronkers et
al., 2004; Kertesz et al., 1982; Rapcsak and Rubens, 1994). These results
fit well with findings in Alzheimer's disease, associating loss of tissue
and function in the angular gyrus with impaired semantic memory
(Desgranges et al., 1998; Grossman et al., 1997, 2003). While more
studies are needed to adequately characterize the precise anatomy of
these impairments, the evidence is consistent with the hypothesis
that the angular gyrus is a heteromodal region involved in higher-
level semantic processes.

Further work is needed to more specifically characterize the role of
heteromodal regions in semanticmemory. It will be important to assess
other semantic processes that heteromodal regions might support be-
yond binding together distributed sensory–motor information. Studies
could examine whether these regions support the ability to generalize
across the specific instances of a concept, whether they facilitate effi-
cient comprehension by accessing heteromodal content without acti-
vating a full semantic network, and whether they support inferences
about object concepts that are not apparent from their sensory–motor
features. Furthermore, sub-regions within the angular gyrus may be
differentially connected to other regions of the brain and may thus
support functionally specific heteromodal processes (Seghier, 2012).
Though our findings show activation across much of the angular gyrus
during word processing, it will be important in future studies to pull
apart the different roles that sub-regions of the angular gyrus may
have in semantic memory.
Conceptual vs. lexical representations

One possibility is that activation in the angular gyrus for real words
relative to pseudowords is driven purely by lexical information. For sev-
eral reasons, however, we think that angular gyrus activation in this
study is unlikely to be driven by lexical processing alone. First, the
pseudowords in the baseline condition have many of the features of
real word formswithout the semantic associations, but do not similarly
recruit the angular gyrus. Second, angular gyrus activation in this study
was bilateral, which contrasts with the left lateralized activation that
would have been expected of a narrowly lexical effect (Friederici,
2011; Price, 2010). Finally, the angular gyrus has also been implicated
in semantic processing in picture-based tasks (Vuilleumier et al.,
2002) and across both picture and lexical tasks (von Stein et al.,
1999). These observations suggest that the angular gyrus does not pro-
cess purely lexical information but rather serves a broadly integrative
function that includes the sensory–motor and abstract features associ-
ated with words and objects. Nonetheless, further work is needed to
address the precise relationship between lexical and conceptual pro-
cessing in the angular gyrus.
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A related point is that there is some debate over the degree to which
semantic information is engaged during word reading and word recog-
nition tasks, with some cognitive models arguing that semantic
information is not necessary for successful word reading (Coltheart
et al., 1993; but see Woollams et al., 2007). This raises the question of
whether a lexical decision task is well suited for addressing questions
about semantic representation. We believe that there are in fact two
orthogonal questions in this debate: (1) a question of the necessity of
semantic information in word recognition and (2) a question of the
automaticity of semantic information in word recognition. From this
perspective, even if lexical information alone were sufficient for
performing a lexical decision task, thiswould not rule out the possibility
that semantic information is automatically engaged during the task as
well. For the purposes of our study, the question of automaticity is of
primary importance given that we relate the semantic features of
words to fMRI activation in word recognition. We argue that the basic
semantic information associated with a word is automatically activated
during the lexical decision task, keeping in mind that more extensive
semantic networks can be engaged during tasks that require more
in-depth semantic processing (Evans et al., 2012; Reilly and Peelle,
2008). This is in line with how many other investigators characterize
both lexical decision and passive reading tasks (Barsalou, 2008;
Binder et al., 2009; Kiefer and Pulvermüller, 2012; Martin, 2007;
Vigliocco et al., 2009; Wang et al., 2010), and this idea has widespread
empirical support, with evidence showing, for example, that both
reading and lexical decision result in rapid activation of cortical semantic
networks (Kiefer et al., 2008; Pulvermüller et al., 2001) and can produce
semantic priming effects (Myung et al., 2006; Wheatley et al., 2005).
Hence, semantic activation is an automatic and fundamental conse-
quence of word reading, and it is safe to assume that the lexical decision
task in our study automatically engaged semantic representations.

The contribution of modality-specific association cortices to concept
representation

According to the heteromodal model, concepts are represented in
semantic networks that include a heteromodal integrative region and
some contribution of feature representations in sensory and motor
areas. Therefore, we predicted that in addition to the angular gyrus,
conceptswould activate a network of features inmodality-specific asso-
ciation cortices.Whilemany studies have previously demonstrated that
the active retrieval of sensory and motor feature information recruits
sensory and motor areas (Barsalou, 2008; Martin, 2007), fewer studies
have investigated the role of sensory and motor areas in semantic
memory using tasks that implicitly elicit the conceptual representations
associated with words (Kiefer et al., 2008).

In this study, we used a straightforward lexical decision task with
minimal demands on semantic retrieval to examine the role of feature
associations from three different modalities (sight, sound, and manipu-
lation) in concept representation. In an exploratory analysis, we found
suggestive evidence for activation inmodality-specific association corti-
ces for eachmodality-weighted category. Sightwords recruited a region
of visual association cortex in the right fusiform gyrus. Manipulation
words recruited visual association regions in parietal and occipital
cortices associated with dorsal stream processing of visuomotor infor-
mation, and additionally recruited visual association regions in both
left and right fusiform gyrus. Soundwords recruited an auditory associ-
ation region on the left posterior superior temporal and middle tempo-
ral gyri. Although others have found strong semantic processing effects
in modality-specific association regions (Barsalou, 2008; Martin, 2007),
these effectswere subtle in the present study andwere only observed in
an exploratory analysis at an uncorrected statistical threshold. None-
theless, the effects we observed were anatomically specific for each
feature modality, bearing in mind that the Manipulation words activat-
ed a dorsal visual region and not a motor region. Furthermore, in a
separate study using the same task we found converging evidence
that at least for the auditory modality, atrophy of modality-specific as-
sociation cortex is related to a modality-specific semantic impairment
(Bonner and Grossman, 2012).

The weak activation in modality-specific regions that we observed in
this studymay be related to the depth of semantic processing elicited by
word comprehension. It has been suggested that basicword comprehen-
sion is largely supported by schematic representations in heteromodal
association cortices along with a more variable contribution of feature
representations in sensory and motor regions (Binder and Desai, 2011;
Reilly and Peelle, 2008). By this account, onewould expect a lexical deci-
sion task to recruit strong activation in heteromodal association cortex
and weaker activation in sensory and motor regions. This is indeed
consistent with the findings in our study.

We did not see activation for the Manipulation word category
within the region of the motor localizer. This is somewhat inconsis-
tent with previous work that implicates motor cortex in the semantic
representation of action verbs (Grossman et al., 2008; Hauk et al.,
2004). However, considering that our study looked at nouns rather
than verbs, our findings may be more closely related to investigations
of manipulable object concepts rather than action verb concepts
(Chao et al., 1999; Grossman et al., 2002). As summarized in a recent
meta-analysis (Binder et al., 2009), numerous studies suggest that
manipulable object concepts rely on a visual association area around
the temporal–occipital–parietal junction and another region around
the supramarginal gyrus associated with motor planning of hand–
object interactions and stroke-induced limb apraxia (Binkofski and
Buxbaum, In press). We compared our findings to those summarized
in the meta-analysis (Binder et al., 2009). We took the coordinates for
both activation clusters for manipulable artifacts in the meta-analysis
(Fig. 5 in Binder et al., 2009) and created 8 mm spherical ROIs at these
coordinates. Extracting data from these ROIs, we found a significant
effect for Manipulation words relative to Sound words in the region
of the temporal–occipital–parietal junction (t(19)=2.8, one-tailed
p=0.006; MNI coordinate=[−44, −63, 2]). However in the
supramarginal gyrus we found the opposite effect, with less activation
for Manipulation words relative to Sounds words (t(19)=2.09, p=
0.051; MNI coordinate=[−52, −39, 28]). Altogether, our results are
more consistent with a representation weighted in the visuomotor sys-
tem rather than the motor or somatosensory systems for nouns with
manipulation features. We note however that we might have observed
greater activation in the motor or somatosensory systems if our task
had elicited deeper semantic processing.

We found activation of visual association regions in the right
hemisphere for both the Sight and Manipulation conditions. Although
lexical processing is typically associated with the left hemisphere,
several previous fMRI investigations have found evidence suggesting
that semantic processing may be bilateral and, particularly, that con-
crete word semantics may recruit regions in the right hemisphere
(Binder et al., 2005; Sabsevitz et al., 2005). The role of the right hemi-
sphere in word knowledge has also been demonstrated in studies of
patients with svPPA, in which impaired knowledge of concrete
words correlates with cortical atrophy (Bonner et al., 2009) and
hypometabolism (Mion et al., 2010) in the right fusiform gyrus, and
in studies of stroke patients, where lesions of the right fusiform gyrus
have been associated with impaired knowledge of concrete concepts
(Vandenbulcke et al., 2006). In this context, it is worth noting that
both Sight and Manipulation words activated bilateral angular gyrus
in whole-brain analyses, whereas Abstract words activated only the
left angular gyrus. This is consistent with the hypothesis that concrete
words have more bilateral semantic representations than Abstract
words (Binder et al., 2005). Such an effect is predicted by dual coding
theory (Paivio, 1991), whereby abstract concepts rely primarily on
verbal-based representations in the left hemisphere, and concrete con-
cepts additionally rely on bilateral sensory-based representations.

These exploratory findings suggest that in addition to heteromodal
association cortex, object concepts recruit to some extent sensory and
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motor association areas. This is consistent with a model of semantic
memory inwhich concept representations rely on distributed networks
centered on heteromodal integrative regions, with the support of
modality-weighted feature representations in sensory and motor asso-
ciation cortices.

White matter connectivity of heteromodal association cortex

A heteromodal integrative region should have reciprocal white mat-
ter connections with modality-specific association cortices. The angular
gyrus is situated at the convergence of major white matter pathways
connecting sensory and motor association areas as well as language
and episodic memory regions of the frontal, parietal, and temporal
lobes (Caspers et al., 2011; Turken and Dronkers, 2011; Uddin et al.,
2010). Previous DTI studies have demonstrated the widespread connec-
tivity of the angular gyrus and themapping of connectivity patterns onto
anatomically defined subregions of inferior parietal cortex (Caspers et al.,
2011; Turken and Dronkers, 2011; Uddin et al., 2010). In our study, by
comparison, we used DTI to evaluate the connectivity of a functionally
defined semantic network. This focused analysis allowed us to test the
predictions of both the heteromodal theory and the primarily sensory–
motor theory of concept representation using cortical seed regions asso-
ciated with semantic processing in our fMRI study.

We identifiedwhitematter tracts connecting the angular gyruswith
three different regions of modality-specific association cortex implicated
in the representation of modality-weighted semantic features. This in-
cluded tracts running through the arcuate fasciculus connecting the an-
gular gyrus to visual association regions in ventral temporal cortex and
auditory association regions in the superior temporal lobe, as well as
tracts running through the superior longitudinal fasciculus connecting
the angular gyrus with visuomotor association regions in parietal cortex.

We additionally tested the hypothesis that the areas of modality-
specific feature processing would have direct connections with one
Appendix I. Stimulus materials

Sight Sound Manipulation Abstra

Ant Airplane Axe Afflicti
Apple Alarm Ball Apathy
Beaver Ambulance Boomerang Apolog
Blueberry Applause Broom Dilemm
Brick Band Brush Doctri
Broccoli Belch Calculator Domai
Butterfly Bomb Camera Enigm
Cactus Carol Chisel Envy
Carrot Chime Chopsticks Epic
Chimney Choir Computer Essenc
Cloud Commotion Crayon Fate
Corn Concert Crowbar Fee
Crown Cricket Doorknob Gist
Daffodil Dynamite Drumstick Grudg
Diamond Explosion Eraser Hazard
Flamingo Fireworks Floss Heresy
Goldfish Gunshot Fork Hindra
Grass Heartbeat Hairbrush Hint
Icicle Hiccup Handle Honor
Lemon Infant Key Intern
Lobster Laughter Knife Luck
Moon Lullaby Lever Mercy
Mountain Melody Lighter Myth
Mushroom Noise Needle Origin
Newspaper Opera Pencil Parado
Octopus Orchestra Pitchfork Perjur
Peach Rattlesnake Pliers Precur
Penguin Riot Razor Protoc
Pineapple Rocket Scalpel Proxy
Pumpkin Rooster Scissors Saga
Pyramid Ruckus Screwdriver Silence
Rose Singer Slingshot Skill
Sky Siren Spoon Solutio
another, as would be expected from a strictly sensory–motor account
in which concepts rely completely on modality-specific association
regions and do not recruit heteromodal cortex. This analysis failed to
yield tracts directly connecting these modality-specific activation
clusters. These negative findings should be interpreted cautiously
because there may be less robust anatomic projections between
modality-specific association cortices that are not detectable in our
DTI analysis. These DTI findings are nevertheless consistent with
previous connectivity studies in both humans and macaques
(Caspers et al., 2011), and provide evidence for anatomic connections
between the angular gyrus and regions of modality-specific semantic
representation.
Conclusions

Our results are consistent with a model of semantic memory in
which the angular gyrus functions as a heteromodal integrative region
withwhitematter connections tomodality-specific association cortices.
In a lexical decision task, the angular gyrus was implicated in the pro-
cessing of all words regardless of sensory–motor feature associations,
consistent with the expected activation of a heteromodal semantic
region. We also found some suggestion that words with modality-
weighted feature associations recruited sensory–motor areas in the cor-
respondingmodality. DTI tractographydemonstrated evidence ofwhite
matter connections between the angular gyrus and the sensory–motor
areas associated with modality-specific feature representation. Thus,
the neural representation of a concept appears to rely on a distributed
network that includes a heteromodal region in the angular gyrus in
combination with feature representations in sensory and motor associ-
ation cortices.

Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.neuroimage.2013.01.006.
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Appendix II. Stimulus characteristics

Stimulus characteristics Sight Sound Manipulation Abstract Pseudoword

Letter length 6.1(1.8) 6.6(1.8) 6.6(2.0) 6.0(1.8) 6.4(1.6)
Syllable length 1.9(0.80) 2.1(0.73) 1.9(0.74) 2.1(0.9) 2.0(0.7)
Lexical frequency(HAL log frequency) 8.1(1.7) 8.0(1.5) 7.5 (2.0) 8.5 (1.4) NA
Familiarity (0 to 6) 5.7 (0.2) 5.5 (0.3) 5.5 (0.4) 5.0 (0.5) NA
Imageability (100 to 700) 605 (26) 585 (31) 581 (42) 355 (61) NA
Orthographic neighborhood frequency (per million) 120.7 (678.8) 15.1 (31.6) 24.8 (85.3) 49.9 (235.6) 6.9 (22.1)
Unigram frequency (per million) 248407 (55426) 259720 (51138) 251315 (42541) 258448 (55845) 247544 (49863)
Bigram frequency (per million) 17682 (8378) 21463 (9950) 19365 (8189) 21975 (13888) 17833 (7668)
Trigram frequency (per million) 1535 (1241) 2353 (2875) 2256 (2239) 2597 (4858) 1274 (1192)

(continued)

Sight Sound Manipulation Abstract Pseudoword

Snail Song Stapler Soul Gruzzle Petchelok Worpel
Spider Storm Sword Strife Guppet Phoog Wroon
Star Symphony Syringe Synopsis Gutchup Pishton Wuffle
Sun Thunder Tool Theme Hoffle Pitchel Wump
Tree Train Toothbrush Upkeep Jaster Plig Yalter
Turtle Uproar Utensil Weekend Julg Porlent Zelk
Zebra Waterfall Wrench Zeal Jun Pranny Zummelton

Appendix II. Summary of linguistic features of the stimuli. Values are means with standard deviations. Frequency norms (Lund and Burgess, 1996) were obtained from the English
Lexicon Project website (Balota et al., 2007). Familiarity ratings were obtained in a previous study (Bonner and Grossman, 2012). Imageability ratings were obtained from the MRC
psycholinguistic database (Coltheart, 1981) and were available for 62% of the items. Norms for orthographic neighborhood, unigram, bigram, and trigram frequencies were obtained
from the CELEX database (Baayen et al., 1995).

Appendix I. (continued)
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